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Abstract: 

 Dental plaque (DP) is a thin sticky film that coats the teeth and contains bacteria. The DP is caused due to the 

consumption of food with high percentage of carbohydrates, sugary foods and drinks, and fatty foods. The bacteria 

that feeds on the sugar of the foods produces acid which forms DP.  However these bacteria reach the bloodstream, 

digestive and respiratory tracts can cause some serious diseases such as heart diseases, cancer, tumors etc. The 

present paper is focussed on finding the correlation of DP with other seismic factors and developing machine 

learning models to predict cardiovascular diseases (CVD). In achieving the aim of the paper, the analysis is carried 

out in three phases. First phase involves the development of a convolution neural network (CNN) model to identify 

and categorize DP on the basis of the thickness of plaque deposition. The second phase involves correlating DP 

with other seismic factors. Those seismic factors that showed positive and significant relation with DP are chosen 

as parameters for developing the ML models. Finally, ML models are developed using the six different algorithms 

namely XGBoost, Logistic Regression, Support Vector Machines, Random Forest, Decision Tree and k-Nearest 

Neighbor. The ML model built by XGBoost showed the best performance on the basis of training and testing 

accuracy, false negative and true positive values. The strength of the proposed approach is its practical 

applicability.   

Keyword:- Convolution Neural Network (CNN), Statistical examination, Data analysis, Dental health, Cardiac 

illness 

 

1. Introduction 

Dental plaque (DP) is a thin sticky film that coats the teeth and contains bacteria. A layer of saliva called dental 

pellicle mostly composed of glycoproteins is formed on the surface of the teeth shortly after cleaning. The bacteria 

is then attached to these dental pellicles forming micro-colonies which mature and result in oral-diseases [1]. 

Many oral diseases such as gingivitis, caries and periodontitis are caused as a result of the DP [2]. Periodontal 

disease is the major cause of tooth loss among people of all ages [20].  Figure (1) shows a picture of DP.  
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Figure (1): Picture of teeth with severe plaque 

Mouth like other parts of the body is swarming with bacteria. However, most of these bacteria are harmless but 

once these bacteria reach the bloodstream, digestive and respiratory tracts can cause some serious diseases [4]. In 

general, good oral health care reduces the chances of flow of the bacteria into the bloodstream [5]. Nevertheless, 

some medications such as decongestants, antihistamines, painkillers, diuretics, antidepressants etc. reduces the 

flow of saliva which is responsible for washing of food and neutralizing the acids produced by the bacteria [6]. 

Above that these bacteria are responsible for forming DP.  

In the present technologically advanced world where researchers are tirelessly working on developing new state-

of-art sophisticated scientific technology to detect early signs of cancer, tumors, heart diseases, blood vessel 

diseases etc. Deep learning is one such type of modern technology which is tasked to perform complex and 

intricate jobs. The advantage of deep learning algorithms is its robustness and its ability to predict and classify 

different labeled and unlabeled data which makes it the most preferred tool for early diagnosis. 

1.1. Review of the contemporary literatures 

This section of the paper presents a review of contemporary literature that involves application of machine 

learning (ML) in detecting DP and correlates it with cardiac ailments. Cardiovascular disease is caused as a result 

of the blood pressure, body mass index (BMI) measurements and lipid profile which are inter-related to 

periodontal diseases [25]. Convolution neural network (CNN) is a deep learning algorithm that is widely used for 

detecting DP and predicting oral health. CNN is an unsupervised deep-learning tool which is mostly applied to 

analyze visual imagery [7]. CNN mimics the biological process of connectivity organization of the animal visual 

cortex [8]. The popularity of CNN application in the field of dental, oral and craniofacial imaging is heightening, 

as it has been continually applied to a broader spectrum of scientific studies [23]. Due to this reason, CNN is 

applied to detect DP from images.  

In the paper [9], developed an image analysis technique to detect dental caries with an accuracy of 93%. However, 

the method failed to detect broken teeth from dental caries and also failed in detecting the depth of the caries. This 

drawback was rectified in [10] where the authors applied CNN to detect dental diseases on Quantitative Light-

induced Fluorescence images. Dental caries are one of the chronic diseases caused by organic acids made from 

oral microbes [24]. In [11] authors extended the CNN to build a deep CNN model with an accuracy of 88% which 

was used to label a small dataset composed of 251 Radio visiography X-ray images of three distinct classes. The 

model developed was used to classify the tooth into 7 different types that can be used for automatically filling 

dental charts for forensic identification [12]. The model developed in [12] was trained with 3000 periapical 

radiographic images with an accuracy of 91%. A pre-trained Google Net Inception v3 CNN was used for it [13]. 

In the literature [14], pictures of microscopic DP are fed in a CNN model to classify healthy from unhealthy teeth. 
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The output obtained from the CNN model is compared with that of the AlexNet architecture. The potentiality of 

artificial intelligence (AI) in detecting dental diseases is reviewed in the literature [15].  

In [3], researchers analyzed about 65,000 cardiovascular events which are taken from nearly a million people to 

conclude that there is a moderate correlation between oral health and cardiac illness. The study concluded that 

poor oral health is not directly linked with cardiovascular health but it is the bacteria that are associated with DP 

when travel to the blood vessels may cause coronary cardiac diseases. The plaque formed on the teeth is 

chemically the same as formed in the coronary artery that causes cardiovascular diseases (CVD) [16]. The oral 

health provides a complete image of the seismic health of the body [17]. In the present research scenario, scientists 

are integrating different AI and ML algorithms to detect and monitor the seismic condition of humans by 

correlating it with the oral health. [18] is one of the earliest known literatures that applied various ML algorithms 

to improve and rationalize the diagnostic procedures of Ischaemic heart disease. In [19] is a review based literature 

that comprises all the development made in the field of the contemporary state of ML based algorithms applied 

to cardiac CT till 2018. In contemporary literature [21], a ML model is proposed that computes a based risk score 

which has greater prognostic accuracy than the existing coronary computed tomography angiography integrated 

risk scores. In [22] an improved ML integrated ischaemia risk score is proposed to predict lesion-specific 

ischaemia by invasive fractional flow reserve, over stenosis, plaque measures and pre-test likelihood of coronary 

artery diseases (CAD). An image-based classification technique is developed in [26] for early prediction of CAD. 

For compiling the present study, many research papers have been reviewed but limiting the literature review part 

to the most significant and recent literatures.  

1.2. Motivation and Novelties 

From the literature reviewed for the study some of the gaps that are identified are as follows: 

I. Although there are many literatures that involve the application of CNN in detecting DP, there 

are only few literatures that are capable of categorizing DP on the basis of their thickness. 

II. The literature that correlates CVD with DP do not take into account the significance of the 

factors such as body mass index (BMI), systolic and diastolic pressure, lipid profile, glucose 

level in causing the cardiac illness.   

III. Moreover, the existing literature either correlates CVD with DP or develops ML models to 

identify the DP. There is very little paper that simultaneously performs the two tasks. 

In the present study, the first gap identified in the literature will be addressed by developing a tensor flow based 

CNN model. The model is capable of not only detecting DP but also capable of classifying it on the basis of plaque 

film thickness. The second gap identified will be addressed in two phases. In the first phase, different factors that 

are significant and potential measures of CVD will be identified by one way Analysis of Variance (ANOVA). In 

the second second phase those factors that showed positive and significant relation with CVD will be tested for 

correlation with DP. The third gap will be addressed by developing different ML algorithms that would predict 

the risk of CVD by taking into account the output from the CNN model and the values of the factors that showed 

positive and significant relationship with CVD. 

The remainder of the paper is drafted in the following format. Section 2 briefly describes the preliminary concept 

of the methodology used for analyzing the dataset. Section 3 of the paper discusses the case study and the 

assumptions considered for solving the problem. Section 4 of the paper describes the result obtained after applying 

the proposed methodology in the case study and validates the proposed model. Finally the paper is concluded in 

section 5. The framework of the study is shown in figure (2).   
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Figure (2) Framework of the present study 

2. Preliminaries and methodology 

This section of the paper briefly describes the preliminary concept required to analyze the data and subsequent 

development of the ML models. Three major concepts are used to create the ML models and analyze the data in 

the paper viz. Deep learning (DL), statistical analysis and machine learning. Initially, recalling the definition and 

concept of DL. 

2.1. Deep Learning (DL) 

Deep learning (DL) allows multi-layer processing computational models to recognise the pattern in the data with 

multiple levels of abstraction [27]. The DL methods have greatly improved AI utilization and are extremely 
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applied in the field of speech recognition, object recognition, facial recognition and many other intricate domains.  

The DL algorithm recognises the pattern among the different parameters of the dataset by using the 

backpropagation algorithm. CNN is a DL model that has brought about breakthroughs in processing images, 

video, speech and audio [28].  

In the study, the CNN model is applied to detect and categorize the DP into five categories namely nil, trace, 

slight, moderate and heavy. The categorization is done on the basis of the thickness of the DP. Table 1 shows the 

relation of the DP thickness with the categorization. 

Table 1: Relation of the DP thickness with the categorization 

Serial no. Categorization Film thickness 

1 Nil No DP is formed 

2 Trace DP formation started 

3 Slight ≤ 1 𝑚𝑚 

4 Moderate ≤ 3 𝑚𝑚 

5 Heavy ≤  5 𝑚𝑚 

CNN has two parts. The first part is training and the second part is testing. In the training part, the model is 

determined for all good values of weights and the bias from labeled examples. In the second part, the model 

formed during the training is tested for a sample dataset. The predicted label is then compared with the actual 

label to determine the accuracy and preciseness of the model created. The different operations involved for CNN 

prediction are as follows: 

Convolution operation 

The convolution operation of CNN is used to extract the features from the training images and excludes the 

irrelevant noises. The convolution operation divides an image into tiny and smaller fragments so that the features 

of the images could be easily extracted and the irrelevant noises could be dropped down. This fragmented image 

is termed an image matrix (𝐼𝑚). The layer containing the N filter matrix (𝐹𝑖) is slide over the image matrix 

throughout its width and height. Matrix multiplication of the image and filter matrix give the resultant matrix (𝑅𝑒) 

termed as convolution matrix. Mathematically,  

𝐼𝑚 × 𝐹𝑖 = 𝑅𝑒      (1) 

Activation operation 

In neural networks, the activation operation of a node defines the output of that node for a given input or set of 

inputs. In this paper, a rectified linear unit (ReLU) is used as the activation operator. The ReLU is mathematically 

expressed as:  

𝑦 = 0, 𝑖𝑓 𝑥 < 0     (2a) 

𝑦 = 𝑥, 𝑖𝑓 𝑥 ≥ 0     (2b) 

ReLU, compared to sigmoid function or similar activation functions, allow faster and effective training of deep 

neural architectures on large and complex datasets [29].  
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Pooling operation 

The pooling operation reduces the number of learning parameters and thereby the amount of computational work 

to be performed is reduced. This operation is useful to summarize the feature present in a region of the feature 

map generated by the convolution layer. Pooling operation in CNN is done mostly by average pooling and 

maximum pooling. In Average Pooling operation, the average value for patches of a feature map, and uses it to 

create a down sample. However the major disadvantage of using average pooling is that if there are more than one 

outlier it does not give the accurate result. This can be overcome with the use of maximum pooling where the 

maximum value for patches of a feature map is used [30].  

Layer stacking 

In layer stacking operation, the convolution operation, activation and pooling operation is repeated until the output 

obtained is a minimized matrix of the input image. 

Fully connected layer 

This is the last layer of a CNN model. This layer comprises neurons that are fully connected to the neurons from 

the previous layers. This is why this layer is called a fully connected (FC) layer. This layer is responsible for 

classifying and predicting the output or label of the input class.  

Classification and Prediction 

Classification is categorization and each neuron of the FC layer is mapped with a label. The FC layer predicts the 

label of the input class that has a maximum number of features similar to the testing images. In this study, 

SOFTMAX activation function is used to classify the label. The SOFTMAX activation function used for 

predicting a multinomial probability distribution [31]. The mathematical expression for SOFTMAX activation 

function is: 

𝜎(𝑧𝑖) =
𝑒 (𝑧𝑖)

∑𝐾
𝑗=1 (𝑒 𝑧𝑖)

      (3) 

2.2. One way Analysis of Variance (One-way ANOVA) 

ANOVA is the statistical analysis that helps to identify the factors that are making a significant impact on the 

performance of the model. The significance is measured by computing the p-value which indicates how well the 

dataset of the factors fit the model. Smaller p-value indicates better fit of the model [32]. One-way ANOVA 

compares the means of two or more groups for one dependent variable. The advantage of using one-way ANOVA 

is that the assumption of normal distribution is not required [33]. 

2.3. Machine learning (ML) models 

The domain of ML is a  subset of AI that is used for predicting by recognizing the pattern of the dataset used for 

creating the model [34]. ML models are broadly classified as supervised, unsupervised and reinforcement 

learning. In supervised learning techniques train the model based on the labeled input and output dataset. 

Unsupervised learning refers to the AI algorithms that identify patterns in data sets containing data points that are 

neither classified nor labeled. Reinforcement learning is based on regarding desired behavior and penalizing 

undesired behavior [35]. 

In the present study, different ML models are developed to correlate and predict the DP with CVD. Predicting 

CVD from different factors is a case of supervised learning. Therefore, supervised learning algorithms such as 

Decision tree (DT), k-Nearest Neighbor (kNN), Logistic Regression (LR), Random Forest (RF), Support Vector 

Machine (SVM) and eXtreme Gradient Boosting (XGBoost) are used to develop different ML models. 
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3. Case study 

In this section of the paper, a brief description of the case study along with the different assumptions, dataset and 

data preprocessing is discussed. 

3.1. Problem statement 

The comprehensive intention of the present study is to focus on the relation between dental health and cardiac 

health. Cardiac health refers to the overall condition of the heart. A landmark study made in the year 1954, showed 

that poor oral health leads to systemic diseases such as heart diseases, diabetes, stroke etc . According to an 

estimate by the World Health Organization about 17.9 million people die each year of CVD which is 

approximately 32% of the total deaths [37]. The factors that increase the risk of CVD in individuals are raised 

blood pressure, raised blood glucose, raised blood lipids, and overweight and obesity [38]. BMI is also a major 

factor in CVD [39] which can be used to replace the weight and height of patients. Therefore, BMI replaces the 

overweight and obesity factors according to the Eq. (5): 

𝐵𝑀𝐼 =  
𝑊𝑒𝑖𝑔ℎ𝑡

𝐻𝑒𝑖𝑔ℎ𝑡2     (5) 

where Height in Eq. (5) is taken in meters. On the basis of BMI, WHO has classified weight status into several 

categories which are shown in table 2. 

Table 2: Different categories based on BMI 

Sl. no. Weight status BMI in 
𝒌𝒈

𝒎𝟐 

1 Underweight <18.5 

2 Normal range 18.5 - 24.9  

3 Overweight 25 - 29.9 

4 Obese >30 

5 Obese I 30 - 34.9 

6 Obese II 35 - 39.9 

7 Obese III ≥40 

 

The main aim of the present study is to develop ML models that are capable of predicting the CVD by taking into 

account the different factors. However all the factors identified as a cause for CVD are statistically scrutinized for 

DP. Those factors that showed significant relationship with DP aree  

3.2. Dataset 

In the present study, two datasets were used for developing the ML models. The first dataset is images of DP 

collected from different patients which are used to train the CNN model.  The second dataset comprises 70000 

sets of data showing the height, weight, systolic and diastolic blood pressure (BP), DP, cholesterol, glucose level, 

smoking habit, alcohol, activity and CVD.  The unit of height and weight data are in meter (m) and kilogram (kg) 

respectively. As mentioned in section 3.1. that BMI is a major factor in causing CVD. Therefore CVD has replaced 
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the weight and height for analysis. The systolic and diastolic blood pressure is measured in mm of Hg column. 

The data for the remaining factors are categorical in nature. The DP data is divided into five categories as shown 

in table 1. The cholesterol and glucose data are divided into three categories viz. normal, above normal and severe. 

On the other hand, the data for smoking habit, alcohol, activity and CVD are divided into binary values i.e. yes or 

no.  

3.3. Data preprocessing 

Data preprocessing is a data mining technique which is used to transform the raw data in a useful and efficient 

format. The steps involved for preprocessing are data cleaning, data transformation and data reduction. The dataset 

collected may have some irrelevant and missing data which can impact the result of the analysis. Hence, in this 

step the data are thoroughly checked and cleaned of irrelevant data. In data transformation the data are normalized 

so that all the data are scaled in a specific range. The data reduction is the process of data aggregating, data 

reduction and attribute selection [36]. 

On closely monitoring the second dataset, it is found that there are a lot of irregularities. Therefore, the dataset 

must be cleaned before using them for analyzing data. The criteria set to remove the irregularities are as follows: 

I. Data for only those persons are considered whose age is in the range of 29 - 60 years.  

II. If the height of the patients are more than 2 m (6.56 feet) or less than 1.25 m (4.1 feet) then those data 

are dropped from the dataset.  

III. If the systolic BP is more than 250 mm of Hg or diastolic BP is more than 150 mm of Hg or systolic BP 

less than 80 mm of Hg or diastolic BP less than 50 mm of Hg then those data are dropped from the dataset 

because BP at this range is considered severely high and it indicates abnormality. 

IV. If the BMI of a person is less than 10 then those data are dropped from the dataset as it indicates that the 

person is severely underweight and malnourished. 

V. If the BMI of a person is more than 60 then those data are dropped from the dataset as it indicates that 

the person is severely obese. 

Strictly abiding by the above mentioned criteria, out of the 70,000 datasets 1113 dataset are dropped and the 

remaining 68887 datasets are used for conducting the analysis. The data cleaning is followed by data 

transformation where the data except the categorical data are normalized according to the feature scaling method. 

Mathematically, 

𝑦 =
𝑥 − 𝑥 (𝑚𝑖𝑛)

𝑥 (𝑚𝑎𝑥) − 𝑥 (𝑚𝑖𝑛)
      (4) 

where 𝑦 is normalized value of the data 𝑥, 𝑥 (𝑚𝑎𝑥) and  𝑥 (𝑚𝑖𝑛) are the maximum and minimum value of data 

for a factor. 

4. Results and discussions 

In this section of the paper, the results obtained from analyzing the datasets and a brief discussion is presented. 

4.1. Results from one-way ANOVA 

One-way ANOVA will be used to identify those factors that are significantly affecting the formation of DP. 

Scatterplot will be used to identify the relationship between the factors and DP.  Only those factors that showed 

significant and positive relation with DP will be considered in the study. 

4.1(a) Results from the regression analysis 
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Regression analysis is conducted to determine the relationship between different factors responsible for causing 

CVD with DP. The regression plot for all the factors with DP are shown in figures 3. 

 

 
(i) 

 
(ii) 

 
(iii) 

 
(iv) 

 
(v) 

 
(vi) 
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(vii) 

 
(viii) 

Figure (3): Regression plot for (i) BMI, (ii) Diastolic BP, (iii) Systolic BP, (iv) Cholesterol, (v) Glucose, (vi) 

Smoking habit, (vii) Drinking habit and (viii) Activity 

The coefficient of determination (𝑅2) and the equation of the regression line is tabulated in table 3. 

Table 3: List of the 𝑅2 values and the equation of regression line for the factors vs DP 

Sl. no. Factors 𝑹𝟐 Equation of regression line 

1 BMI 0.1395 𝑦 =  0.0448 ∗ 𝑥 +  1.522 

2 Diastolic BP 0.1687 𝑦 =  0.0276 ∗ 𝑥 − 0.7305 

3 Systolic BP 0.1934 𝑦 =  0.0366 ∗ 𝑥 − 0.2273 

4 Cholesterol 0.383 𝑦 =  1.0723 ∗ 𝑥 + 1.2874 

5 Glucose level 0.1389 𝑦 =  0.5776 ∗ 𝑥 + 2.0422 

6 Smoking habit 0.0003 𝑦 =  0.00772 ∗ 𝑥 + 2.7435 

7 Drinking habit 0.00 𝑦 = 2.74 

8 Activity 0.0001 𝑦 = 0.0001 ∗ 𝑥 + 2.74 

The correlation between features are shown in figure 4. 
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Figure 4: Heatmap showing correlation between features  

Some of the points observed from the regression analysis are: 

I. The factors such as BMI, diastolic and systolic BP, cholesterol and glucose level all show a positive 

relationship with DP. 

II. The goodness of fit for cholesterol for the collected data is maximum in correlation with DP. This is due 

to the fact that the pathogenic microorganisms that exist in DP is the primary cause of elevated cholesterol 

[40]. 

III. All the factors that are somehow related to elevated cholesterol show a positive relationship with the 

formation of DP. 

IV. Although smoking and drinking are some factors for predicting CVD, they are not related to the 

formation of DP. This is because smoking and drinking habits is one of the root causes of tartar formation 

[41]. 

V. Day to day activity is no way related to formation of DP. 

4.1(b) Results from the one-way ANOVA analysis  

From the regression analysis, it is observed that smoking and drinking habits and activeness have no or very little 

relation with formation of DP. Hence the three factors are dropped from further analysis. The remaining factors 

are tested for statistical significance using one-way ANOVA. It is conducted to determine the significant factors 

that not only affect the causing of CVD but also affects the formation of DP. For this purpose the significance 

level of the different factors viz. BMI, diastolic and systolic blood pressure, cholesterol, glucose level, smoking 

and drinking habit and activiness. The ANOVA result for the different factors is summarized in tables 4 - 8. 
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Table 4: ANOVA table for BMI w.r.t. DP 

Sl. no. Source SS DF MS F p-value 

1 BMI 4151.332 50 83.026633 62.732867 0.0 

2 Within 91104.099 68836  1.323495 — — 

Table 5: ANOVA table for diastolic BP w.r.t. DP 

Sl. no. Source SS DF MS F p-value 

1 Diastolic BP 26630.135 112  237.77 238.28 0.0 

2 Within 68625.296 68774  0.997838 — — 

Table 6: ANOVA table for systolic BP w.r.t. DP 

Sl. no. Source SS DF MS F p-value 

1 Systolic BP 12933.667 93 139.071690 116.21664 0.0 

2 Within 82321.763 68793 1.196659 — — 

Table 7: ANOVA table for Cholesterol w.r.t. DP 

Sl. no. Source SS DF MS F p-value 

1 Cholesterol 36660.604 2  18330.302 21549.079 0.0 

2 Within 58594.826 68884  0.850630 — — 

Table 8: ANOVA table for glucose level w.r.t. DP 

Sl. no. Source SS DF MS F p-value 

1 Glucose level 7515.944 2  3757.972 2950.372 0.0 

2 Within 87739.486 68884 1.273728 — — 

Some of the points observed from the one-way ANOVA analysis are: 

I. The factors BMI, diastolic and systolic BP, cholesterol and glucose level all show a significant  

relationship with DP. Hence the factors can be used for developing the machine learning models. 

4.2. Results from the CNN model 

In this section of the paper the performance and the validation of the CNN model is discussed in brief.  
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4.2(a). Performance of the CNN model 

The CNN model is built using the Keras and Tensorflow library which is coded in python 3.8 and runs on a 64-

bit windows 11 system with 8 GB RAM and i5, 1.6GHz processor. The parameters of the CNN model are 

optimized using Adam optimizer. The Adam optimizer inherits the positive attributes of the “Gradient Descent 

with Momentum” and “Root Mean Square Propagation” algorithms. The proposed CNN model is executed for 50 

epochs with 9 steps per epoch and 1 validation step. The epoch that showed the least loss value is selected as the 

optimal model. The training accuracy and training loss graph obtained from the CNN model for detecting and 

categorizing DP is shown in figure 5.  

 
(i) 

 
(ii) 

Figure (5): Training (i) Accuracy and (ii) loss curve of the CNN model 

The training accuracy and loss computed for the 1st epoch of the CNN model is 0.7036 and 0.8806 respectively. 

However the training accuracy and loss values computed for the 50th epoch is 0.9201 and 0.2089 respectively.  

4.2(b). Validation of the CNN model 

The CNN model developed is validation with pictures of oral cavity with DP which were not used for developing 

the CNN model. The validation accuracy and  validation loss graphs are shown in figure 6. 

 
(i) 

 
(ii) 

Figure (6): Validation (i) Accuracy and (ii) loss curve of the CNN model 



iJournals: International Journal of Software & Hardware Research in Engineering (IJSHRE) 

    ISSN-2347-4890 

Volume 10 Issue 4 April 2022 

iJournals.in | 49  
 

The validation accuracy and loss computed for the 1st epoch is 0.5625 and 1.059 respectively which was enhanced 

to 0.7188 and 1.2601 respectively for the optimal epoch.  

4.3. Machine learning models 

For creating the ML models Pandas, NumPy, seaborn, matplotlib and scikit-learn are among the Python libraries 

imported. The dataset is split in a 75:25 ratio where 75% of the data were used for training the models and the 

remaining 25% data were used for testing the model. Feature Scaling is done to standardize the features by 

removing the mean and further scaling it to unit variance. After these procedures, the dataset is finally subjected 

to the machine learning algorithms namely XG Boost (XGB), Random Forest (RF), Decision Trees (DT), Logistic 

regression (LR), k-Nearest Neighbor (kNN) and Support Vector Machine (SVM) algorithms. The values of the 

training and testing accuracy, false negative, true positive and F1-score are tabulated in table 9. 

Table 9: Summary table of the ML models without hyperparameter tuning 

Sl. no. Algorithm Train 

accuracy 

Test 

accuracy 

F1 score False 

negative 

True positive 

1 SVM 73.51 73.10 0.71 2846 5667 

2 LR 72.62 72.60 0.71 2818 5695 

3 XGB 76.06 73.24 0.71 2750 5763 

4 RF 99.73 70.96 0.70 2660 5853 

5 kNN 78.28 69.21 0.69 2724 5789 

6 DT 99.73 63.07 0.63 3146 5367 

In the next step hyperparameter tuning is carried out to decrease the overfitting and increase the accuracy of the 

models. The values of the training and testing accuracy, false negative, true positive and F1-score for the 

hyperparameter tuned ML models are tabulated in table 10. 

Table 10: Summary table of the ML models with hyperparameter tuning 

Sl. no. Algorithm Train 

accuracy 

Test 

accuracy 

F1 score False 

negative 

True positive 

1 Tuned XGB 71.53 71.30 0.74 1553 6960 

2 Tuned DT 72.70 72.97 0.73 2341 6172 

3 Tuned RF 83.92 71.69 0.73 1987 6526 

4 Tuned SVM 72.59 72.31 0.73 1913 6600 

5 Tuned LR 70.84 70.76 0.73 1662 6851 

6 Tuned kNN 99.73 71.71 0.71 2655 5858 
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Figure (7): ROC curve for the ML models 

After hyperparameter tuning the F1 score for the ML model created from XGB algorithm is increased and the 

overfitting is decreased. Then the receiver operating characteristic (ROC) curve which is a graphical plot that 

illustrates the diagnostic ability of a binary classifier system as its discrimination threshold is varied is drawn. The 

ROC curve is shown in figure 7.  

Feature importance was calculated for the ML model with the highest F1-score i.e the tuned XGB model. Feature 

importance is used to determine which factor is most dominant in predicting CVD. From figure 8, it is observed 

that the systolic BP is the most important factor in predicting CVD followed by the factors well above cholesterol, 

age, above cholesterol diastolic BP and then DP. Although DP is ranked the sixth important in predicting CVD, 

it is to be noted that systolic and diastolic BP and cholesterol shows significant and positive relation with DP. 

 
Figure (8): Feature importance for tuned XGB 

5. Conclusion and future scope 

The comprehensive intention of the present study is to develop an intelligent model that is capable of predicting 

the CVD based on the DP and other seismic factors. Although there is much research that involves the application 

of ML and AI in predicting CVD, those state-of-the art have not yet considered DP as one of the factors. The DP 
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is mostly formed due to consumption of foods with a high percentage of carbohydrate, sugary foods and drinks, 

fatty foods etc. Above that, this kind of food is one of the major parameters contributing to the increase of 

cholesterol, BP and weight which can eventually lead to CVD.  

In this paper, for achieving the aim research is carried out in three phases. The first phase involves developing a 

deep learning model by CNN that can categorize DP into five classes based on the DP deposition. Keras and 

Tensorflow based CNN models are developed that have training and testing accuracy of 0.9201 and 0.7188 

respectively. The second phase of the research involves identification of the factors from the existing literature 

that can cause CVD then correlating them to DP. In this process it was found that systolic and diastolic BP, 

cholesterol, BMI and glucose level shows positive and significant relation with CVD. Some factors such as 

smoking and drinking habits and activeness are essential factors for CVD, yet they are not or very little related to 

formation of DP. Hence the factors are dropped from developing the ML models. In the final phase, ML models 

are developed using the XGB, RF, DT, LR, kNN and SVM algorithms. The performance of all the algorithms are 

measured based on the training and testing accuracy, false negative and true positive values. Initially, the 

performance of SVM is the best whereas DT is the worst performed algorithm. Then the hyperparameter tuning 

of the ML models is done in order to increase the accuracy and decrease the overfitting. After hyperparameter 

tuning XGB is the best performing algorithm whereas kNN is the worst. The feature importance of the XGB 

model is computed that shows that systolic BP is the most important parameter followed by well above cholesterol, 

age, above cholesterol diastolic BP, DP, weight, well above glucose, glucose above normal level and  height. 

Although DP is the sixth important factor in predicting CVD by XGB, yet factors like systolic and diastolic BP 

and cholesterol show significant and positive relation with DP.  

It is practically not possible to involve all aspects of a research in a single paper which leads to some work to be 

performed in the future. In the future, exploratory data analysis can be done to get a better perspective of how DP 

is related with CVD. Moreover, artificial neural network model can be trained to predict CVD.   
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